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With the advent of autonomous vehi-
cles and smart vehicles systems, all
the occupants inside a vehicle have
become relevant.

For car manufacturers, being able to
monitor and predict occupant state
can help maximise the experience of
a vehicle journey.

For example, if the vehicle knows you
are asleep, it could adjust for a smooth-
er ride to not disturb or wake you.

Or if the vehicle knows you are hold-
ing a drink, it can avoid or warn you
of any incoming bumps to prevent
you from spilling your drink.

We propose a deep learning method
to monitor and classify passenger
state using data captured from
in-vehicle cameras.

We conducted validation experiments
on data acquired from two vehicles:
an SUV and a Hatchback.

In these datasets, participants were
asked to do typical in-vehicle actions
whilst being filmed.

• There were 25 unique people in the
SUV dataset.

• There were 8 different people in the
Hatchback dataset.

• There were 5 different viewpoints.

• The states present in the dataset
were phone calling, drinking, resting,
talking and texting.

METHOD

The proposed method has two
stages: image alignment and
classification using a convolu-
tional neural network.

The image alignment stage uses
homography, in this phase a
single viewpoint is chosen to
which all the other images are
mapped to and this mapping is
calculated by marking corre-
sponding points from two exam-
ple images.

The second stage uses a
pre-trained CNN model to pre-
dict state. The training samples
were augmented with small view-
point variations.

Image Alignment

A homography is a projective
transformation from one plane
to another and can be defined as
the algebraic linear mapping
IIIIIIIIIIIIIIIIIIII is a homography if
and only if there exist a non-sin-
gular IIIIIIIII matrix III such that
for any point in IIIII, represented
by a homogeneous coordinate III,
IIIIIIIIIIIIIIIIII [1]. We can express
this as:

This mapping can be solved
using the Direct Linear Trans-
form (DLT) algorithm.

The homography matrix III is
scale-invariant, so there are only
8 unknowns to solve for. As a
result, 4 pairs of non-colinear
points are required, with each
pair of source and target points
providing two equations. The
homographic matrix III can be
found by solving, IIIIIIIIIIIIII, with
SVD, where

Viewpoint Augmentation

For data augmentation, we apply
image warping to our training
data set by randomising using
homography given knowledge of
the intrinsic camera matrix of
the target viewpoint. The camera
projection without lens distor-
tion is modelled as by the per-
fect pin-hole camera geometry
such that 3D world coordinate
points IIII project to the camera
plane as III through the product
of the intrinsic and extrinsic
camera matrices, IIII and IIIIIIIIII,

To synthesise small viewpoint
changes around the principal axis
of the camera i.e. IIIIIIIIIII, we
induce random motions of the
principal axis and rotations
around this axis. The randomly
chosen IIII matrix is then substi-
tuted into the above equation to
generate the IIIIIIIII random hom-
ography matrix, IIIIIIIIIIIIIIIIIIIII.

Classification

The CNN model architecture is
based on VGG19 [2] which has
shown to generalise well on a
variety of datasets.
Transfer learning was used, this
is where a network weights are
initialised with weights from
another network trained on a
different dataset. Commonly,
ImageNet weights are used to
pre-initialise a network.
The input to the network was a
224 × 224 RGB image, with the
output being one of the 5 states:
calling, drinking, resting, talking
or texting.
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SUV Dataset
The alignment process on the SUV dataset increases the overall accuracy by 2%.
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Hatchback Dataset
The dataset with alignment increases overall accuracy by 5%, with accuracy increased on all states.
Transfer learning alongside the alignment process improves overall accuracy by a further 13%.
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The two datasets are combined and separated by seats. Alignment and transfer learning on the front
seat dataset gives a 5% increase in overall accuracy and increases the accuracy of the most states.
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We demonstrated that the proposed method has a number of benefits:
• The viewpoint normalisation and augmentation allows the trained model to be re-trained with additional

data to work between vehicle types and between seat positions.
• This approach allows data to be re-purposed from driver monitoring to use in occupant state classification.
• Viewpoint augmentation helps the learnt model become more robust to small viewpoint changes and

enables the model to generalise better.


